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In pursuit of Superhuman Intelligence



Research Goal: In Pursuit of Superintelligence 

Design  scalable methods  for intelligence to perform complex 

sequential decision making to achieve goals in the open world.

~ Self-Play

~ Reasoning ~ Alignment
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Agenda for Today’s Talk

3

Self-Play to Align Self-Play to ReasonIntro: Learning as an Game

 . . . 

New, Scalable Training 
as an Infinite Game

Conventional Training 
as a Finite Game



“a paradigm shift for training large models”

Intro:
Learning as an Infinite Game



The Vision:  “Universality of Computation”
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– Alan M. Turing, 1936

“what a human can think or know”  

=
“what a machine can compute”



The Challenge: Gaps in Achieving Human-Level Performance 
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< 2% accuracy  on challenging contemporary 
mathematics problems on FrontierMath. 

>3.5x performance drop  as coding 
problems get harder on LiveCodeBench.

What may go wrong in conventional ways of training AI models?

https://arxiv.org/pdf/2411.04872v1
https://livecodebench.github.io/


The Challenge:  Scaling Law is Hitting the Wall?
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“Ilya Sutskever, co-founder of AI labs Safe Superintelligence (SSI) and 
OpenAI, told Reuters recently that results from scaling up pre-training - the 
phase of training an AI model that use s a vast amount of unlabeled data 
to understand language patterns and structures - have plateaued.”

“‘The 2010s were the age of scaling, now we're back in the age of wonder 
and discovery once again. Everyone is looking for the next thing,’” 
Sutskever said. “‘Scaling the right thing matters more now than ever.’”

– Ilya Sutskever with Reuters, Nov 2024

What are the next right things to scale?



Conventional Way of Agent Training 
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Intelligence:    Agents that are able to learn to make decisions to achieve goals.

Reasoning:       The process of making decisions by evaluating information.

Alignment:       The process of achieving goals by reward maximization. 

observation s

action a

a given “world” a single “policy”



Myth 1: Learning is Purely Solving (under a given world)  

9See also Abel et al., (2024) on the dogma of “Learning as Finding a Solution”.

a given world Conventional way:
Design agents that find solutions in a fixed environment, 
then stop learning.

the open-ended worlds
Better way:
Design agents that create new tasks/environments,
then continuously learn to self-improve. . . . 

https://arxiv.org/abs/2407.10583


Myth 2: Reasoning is Step-by-Step (by a single policy)

10See also Sutton (2024) on “The One-Step Trap in AI Research” and Yann LeCun’s “Object-Driven AI with Hierarchical Planning”.

Better way:
Learn policies with a hierarchy of abstract models,
and roll out at different levels for optimization.

Conventional way:
Learn a policy that operates under a one-step model, 
and roll it out (with tree search) in training.

Fig 1. A world can be divided at different levels 
in certain hierarchy (Dayan and Hinton, 1992).

https://x.com/RichardSSutton/status/1813987506200957103
https://www.ece.uw.edu/wp-content/uploads/2024/01/lecun-20240124-uw-lyttle.pdf
https://proceedings.neurips.cc/paper_files/paper/1992/file/d14220ee66aeec73c49038385428ec4c-Paper.pdf


A New, Scalable Training Paradigm

11This slide follows from and is inspired by Abel et al. (2023)’s “A Definition of Continual Reinforcement Learning”.

“There are at least 2 kinds of games. One could be called finite; the other infinite.”
● A finite game is played for the purpose of winning.
● An infinite game is for the purpose of continuing the play.

– James P. Carse, 2011

Conventional Training 
as a Finite Game

New, Scalable Training 
as an Infinite Game

a given “world” a single “policy” open-ended worlds

 . . . 

hierarchical policies

https://arxiv.org/pdf/2307.11046


A New, Scalable Training Paradigm

12This slide follows from and is inspired by Abel et al. (2023)’s “A Definition of Continual Reinforcement Learning”.

“There are at least 2 kinds of games. One could be called finite; the other infinite.”
● A finite game is played for the purpose of winning.
● An infinite game is for the purpose of continuing the play.

– James P. Carse, 2011

Conventional Training 
as a Finite Game

New, Scalable Training 
as a Infinite Game

 . . . 

https://arxiv.org/pdf/2307.11046


Recap on Agenda

Self-Play to Align Self-Play to Reason

Solving Myth 1: 
Going Beyond Static World 

Solving Myth 2:
Hierarchical Planning 13



Self-Play to Align:
The Creator-Solver Game

“Scalable language model training beyond human prompts.”

Gratitude to every wonderful co-author of this project (link): 
Rishabh Agarwal, Tianqi Liu, Rishabh Joshi, Sarmishta Velury, Quoc V. Le, Qijun Tan, Yuan Liu.

https://arxiv.org/pdf/2411.00062


TL; DR

We identify learnable, worth-learning prompts by reward signals, 
then evolve new prompts for open-ended continual RLHF training.

Fig 1. RLHF needs a paradigm shift!

Fig 2. The easy-to-implement pipeline of eva for open-ended RLHF.

Fig 3. eva brings strong alignment gain.
15



Artificial Intelligence May Be Bottlenecked by Static Data

Can language models identify and self-create new, learnable, and worth-learning tasks,

to self-improve to generalize better for alignment?

Fig 4. The scale, quality and growth of human knowledge is bottlenecked.

Reference: Villalobos et al., 2024

Fig 5. The imbalance distribution of static training data. 

See also: lmsys-hard
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https://arxiv.org/pdf/2211.04325
https://lmsys.org/blog/2024-05-17-category-hard/


Classical RLHF
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Our Perspective: RLHF Should Be Made Open-Ended

However, directly optimizing this can be intractable or unstable…

See also: Open-Endedness is Essential for Artificial Superhuman Intelligence 18

https://arxiv.org/abs/2406.04268


How? Optimization by Asymmetric Games

What? The Regret of the Solver’s Policy  

Why? The Minimax Regret Strategy at the Nash Equilibrium   

However, w/o access to the true π*, we must approximate this regret…

Our Method: Open-Ended RLHF via Creator-Solver Games
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Our Method: Open-Ended RLHF via Creator-Solver Games

See also: PAIRED: A New Multi-Agent Framework for Adversarial Environment Generation

How to approximate the regret? Simply use the stochastic policy…

Sample N times from the policy, 
then choosing the reward gap between the best and the baseline. 

Other intuitive interpretations of eva 

Learning potential.
eva picks the prompts that are learnable but not learned yet. 

Worst-case guarantee.
The minimax objective incentivizes the solver to perform well in all cases.

Auto-curricula for the solver player.
The optimal strategy of the creator is to create prompts just beyond solvers’ current capability . 

Auto-curricula inherent to contrastive learning.
eva prioritizes prompts with lower contrastive loss by design, thus accelerating learning.
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https://research.google/blog/paired-a-new-multi-agent-approach-for-adversarial-environment-generation/


The eva Algorithm

Fig 6. eva requires only a creator module addition to make current RLHF pipeline open-ended. 

21



The Creator Step: Estimate, Sample then Evolve

Fig 7. eva currently uses the estimate, sample then evolve procedure for the creator.
Here, info(·) is the reward gap, and evol(·) can be any prompt creation method.
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Example Evolving Method: evol(·)

We use EvolInstruct (Can et al., 2023) for in-depth evolving and in-breadth-evolving.

Initial prompt ↓ 

If a man smokes 1000 cigarettes a day, why is he getting healthier?

Evolved #1 ↓ (in-depth evolving)

Elaborate on the seemingly paradoxical situation where an 
individual consumes 1000 cigarettes daily yet exhibits signs of 
improving health, delineating the factors that could underlie 
such an unexpected outcome.

Evolved #2 ↓ (in-breadth evolving)
 
Discuss the conundrum of a person drinking a gallon of 
caffeinated coffee every hour but displaying unusually deep and 
restful sleep patterns, exploring possible explanations for this 
unusual phenomenon.

https://arxiv.org/abs/2304.12244


Results: Remarkable Gains on Hard Benchmarks*!
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Figure. eva achieves concrete performance gain especially on hard benchmarks, 
without relying on any additional human prompts.



Results: Remarkable Gains on Hard Benchmarks*!

* All experiments are conducted with external open-source frameworks and models on HuggingFace. 
We use 10K prompts from UltraFeedback for training, and use ArmoRM-8B as the default reward model. 25

https://huggingface.co/datasets/openbmb/UltraFeedback
https://huggingface.co/RLHFlow/ArmoRM-Llama3-8B-v0.1


Additional Results – eva creates meaningful curriculum.
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Ablation #1 – eva’s minimax design outperforms alternatives.
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Ablation #2 – eva’s design of evolving is meaningful. 
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Ablation #3 – eva scales with better reward models.
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Figure. eva scales with better reward models.



Ablation #4 – eva is robust in continual training.
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Takeaways 

eva is a new, simple framework for aligning language models via a creator-solver game.

RLHF can be made open ended: 
● self-evolving joint data distributions (with synthesized prompts) bring significant gains.
● reward advantage acts as an effective metric for prompt selection.



Self-Play to Reason:
Decompose + Search is All You Need

“Better than state-of-the-art and 3x faster for neural theorem proving.”

[work-in-progress]

Gratitude to every wonderful co-author of this project (link): 
Jiacheng Chen, Jonathan Light, Yifei Wang, Jiankai Sun, Mac Schwager, Guohao Li, Philip Torr, Yuxin Chen, Kaiyu Yang, Yisong Yue, Ziniu Hu.

https://openreview.net/pdf?id=H5hePMXKht


TL; DR

We unify decomposing and search for better and faster reasoning.
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Preliminaries
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Classical training method.



Intuition for Flat Search v.s. Hierarchical Search
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Figure 1. Hierarchical decomposition for the flat action 
space; the yellow nodes are further explored [Reference].

Figure 2. Partitioning over the 
action space [Reference].

Figure 3. Focused exploration 
in subspaces [Reference].

https://web.stanford.edu/~lexing/xcb.pdf
https://arxiv.org/pdf/2206.09348
https://arxiv.org/abs/1206.6454


Method: (Offline SFT Stage) Goal-Driven Co-Training 

36



Method: (Online Search Stage) Goal-Driven Hierarchical Search 
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Results: Robust Performance Gains

38



Results: Remarkable Efficiency Gains
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Example Proofs
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Takeaways 

RiR is a hierarchical framework for complex reasoning, unifying decomposing and search, and 
is significantly faster than classical stepwise reasoning, with robust performance gains.

The performance and efficiency gains come from: 
● Offline co-training for SFT.
● Online bi-level search.

p.s., There are many different ways for decomposing!

41



What Next?
rigorous theories + more practical applications



Q & A
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