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Reinforcement Learning (RL)

41. Introduction

RL is about training agents to learn to make sequential decisions to achieve goals.
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Reinforcement Learning (RL)

71. Introduction

RL is about training agents to learn to make sequential decisions to achieve goals.

Classical RL is Online

update policy

play actions by

feedbacks

requires online explorations

unsafe time-consuming costly

In reality, we often have massive pre-collected data 
(e.g., by human demonstration).
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Can we still train RL policies
without any online explorations? 

1. Introduction



Offline RL

91. Introduction

Offline RL

learn policy

a static dataset of trajectories
(pre-collected by any means)

o No environment interactions
o No further data collections

Formally…

Offline RL Objective



Offline RL: Challenges

101. Introduction

Offline RL

learn policy

a static dataset of trajectories
(pre-collected by any means)

o No environment interactions
o No further data interaction

Fundamental challenge: erroneous extrapolation.

What the policy wants to do…

Training data only contains:

Online RL can tackle this by trial & error. 
How may offline RL deal with potential out-of-distribution actions?

Good? 
Bad?



The Pessimism Principle in the Face of Uncertainty

111. Introduction

Key idea: avoiding uncertain state & actions by explicit penalization.

• Wang et al. (2020) regularize the learned policy.
• Kostrikov et al. (2022) penalize the rewards..
• Kidambi et al. (2020) truncate transitions.



The Pessimism Principle in the Face of Uncertainty

121. Introduction

Key idea: avoiding uncertain state & actions by explicit penalization.

• Wang et al. (2020) regularize the learned policy.
• Kostrikov et al. (2022) penalize the rewards..
• Kidambi et al. (2020) truncate transitions.

Figure 1. An illustration of Pessimistic Markov Decision Process (P-MDP) by Kidambi et al. (2020).
Notice that the value of any policy in P-MDP will be the lower bound for the true value

with minimal reward
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What can go wrong for
pessimism based algorithms?

1. Introduction



The Excessive Pessimism Dilemma
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The policy may behave overly conservative, ends up too far away from achievable better performance. 



The Excessive Pessimism Dilemma
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The Excessive Pessimism Dilemma
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L R

L R

(Fitted MDP)

Uncertain region𝑟( ) = 1 𝑟( ) = 2 𝑟( ) = 10

The policy may behave overly conservative, ends up too far away from achievable better performance. 

L R

Classical Pessimistic MDP 
will directly halts here.

No chance to get >     !



The Excessive Pessimism Dilemma
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L R

L R

(Fitted MDP)

Uncertain region𝑟( ) = 1 𝑟( ) = 2 𝑟( ) = 10

The policy may behave overly conservative, ends up too far away from achievable better performance. 

L R

Pessimistic
MDP

π!"#$!∗ = (L, L)
Halting too early à get at best     .

Possible Path of π!"#$!∗

𝑟( 𝑜𝑟 ) = 0

(a)
L

L
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Can we find a principled way
to modulate pessimism?
(And to achieve a better performance guarantee… )

1. Introduction



The Excessive Pessimism Dilemma: Mitigating by Lookahead
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L R

L R

(Fitted MDP)

Uncertain region𝑟( ) = 1 𝑟( ) = 2 𝑟( ) = 10

The policy may behave overly conservative, ends up too far away from achievable better performance. 

L R

Pessimistic
MDP

π!"#$!∗ = (L, L)
Halting too early à get at best     .

Possible Path of π!"#$!∗

𝑟( 𝑜𝑟 ) = 0

(a)
L

L
Just look one step ahead…

Fortunes (      or     ) await for sure!



The Excessive Pessimism Dilemma: Mitigating by Lookahead
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Lookahead
Pessimistic

MDP

(Ours)

π!"#$!∗ = (L, L) π&!"#$!∗ = (R, L or R)Possible Path of π!"#$!∗

Possible Path of π&!"#$!∗

L R

L L RR

(b)

(Fitted MDP)

Uncertain region𝑟( ) = 1 𝑟( ) = 2 𝑟( ) = 10

The policy may behave overly conservative, ends up too far away from achievable better performance. 

Halting too early à get at best     . Look 1 step ahead à get       or better!

Lookahead enables a less conservative policy with better performance guarantee! 

Pessimistic
MDP

(a)
L

L

𝑟( 𝑜𝑟 ) = 0



Further Insights on Lookahead Pessimism
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Possible Path of π!"#$!∗

Possible Path of π&!"#$!∗

L R

L L RR

The lookahead horizon modulates the pessimism level.
Lookahead helps circumvent uncertain areas by path stitching.
Lookahead implicitly increases the data coverage.

1. Introduction



Our Contributions
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Algorithm: Lookahead Pessimistic MDP.

Theory: a lower bound monotonically improves with the lookahead horizon 𝐾.

Experiments: solid improvement over baselines on benchmark environments.

1. Introduction
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We are all in the gutter, but some of us are looking at the stars.
–– Oscar Wilde

1. Introduction



Part 2 
Methodology
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Preliminaries

252. Methods

Intuition

If the current state-action pair is uncertain à don’t just halt!
Look a few steps ahead  à if future states is promising w/ high certainty, go for it! 
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Preliminaries

272. Methods

Intuition

If the current state-action pair is uncertain à don’t just halt!
Look a few steps ahead  à if future states is promising w/ high certainty, go for it! 

Uncertainty Quantification Classical Pessimism asks to halt at …



Partition Uncertain Regions
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We can further partition 𝑈 by properties of some lookahead sets.

Partition Criteria: Lookahead Certainty

Associate Each Pair with Lookahead Sets



Construct Lookahead Pessimistic MDP
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Classical Pessimism Principle 
• Halts at the uncertain state 𝑠'

Lookahead Pessimism
• Constructs a less conservative path: 𝑠' à 𝑠⋆

• Has a better worst-case guarantee



The Algorithm

302. Methods



Part 3 
Theoretical Analysis
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The Suboptimality Bound

323. Theoretical Analysis



The Suboptimality Bound
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hitting the known region



The Suboptimality Bound
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hitting the known region hitting the unknown region
& all 𝐾-step lookahead is uncertain
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The Suboptimality Bound

363. Theoretical Analysis

hitting the known region hitting the unknown region
& all 𝐾-step lookahead is uncertain

hitting the unknown region
& some 𝑘-step lookahead is certain

Monotonically improves with 𝐾 à guaranteed better lower bound than existing work! 



Part 4 
Experimental Results
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Datasets
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Popular benchmark suite used in many papers (Kidambi et al., 2020, etc.).

4. Experimental Results



Results: Performance Improvement

394. Experimental Results



Results: The Effect of Lookahead Horizon 𝐾

404. Experimental Results



Policy Behaviors

414. Experimental Results



Summary

425. Summary

Future directions
• Offline-to-Online RL.
• RL as sequence modeling problem (i.e., 

return/goal conditioned imitation learning).

Key Takeaways
• Don’t be pessimistic too early; be far-sighted!
• Classical pessimism principle can result in 

rather sub-optimal policy.
• Model lookahead helps modulate pessimism, 

giving better guarantee.
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