
eva can be easily plugged into any RLHF pipeline.

Motivation
Existing RLHF methods mostly rely on 
fixed prompt sets, which can hurt model 
generalization & training efficiency.

A New Training Mechanism

Solver: propose preferred responses
Creator: propose more informative prompts

We design an open-ended RLHF principle 
for LLMs to self-improve by strategically 
co-evolving prompts & responses.

A New Principle
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The Empirical Results
eva brings “universal” alignment gains.

eva’s advantage-based proxy is effective.

eva’s evolving step is effective.

Two-Player Game with Solver Regret as the Objective:

From Open-Ended RL to Minimax Games

The Minimax Strategy at Nash Equilibrium:

The Practical Algorithm

Regret Minimization by the Solver:

Regret Maximization by the Creator:

eva leads to continual self-improving – the infinite games!

Any preference optimization loss, e.g., DPO:

Evolving Alignment via Asymmetric Self-Play
Scalable Preference Fine-Tuning Beyond Static Human Prompts
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General Takeaways
1. RLHF can be made open-ended.
2. Reward advantage is effective in prompt selection.

advantage-based 
proxies for regret


